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**Introduction**

Other articles on this Web site extol the virtues of programming with OpenMP, a vendor-neutral interface for threading portions of programs in a simple, portable fashion. It consists of a set of pragmas, APIs, and environment variables, and it is supported by compilers on a wide range of platforms. OpenMP’s greatest attributes are this portability and the simplicity it brings to parallel programming. Let’s look at a quick example, written in C/C++:

```c
int j;
#pragma omp parallel for
for ( j = 0; j < ARRAY_SIZE; j++ )
    array[j] += j;
```

**Figure 1. Using OpenMP to parallelize a simple for-loop.**

The `#pragma omp parallel for` statement that appears just before the for-loop tells the compiler to generate threaded code that will do the following: start up the appropriate number of threads for the run-time environment, break up the for-loop work across these threads, and wait for the threads to complete, suspend the running threads, and return to the original thread of execution. That’s rather a lot of work for a single statement, and it is all done without the developer having to do anything to create or manage threads.

**Strengths of OpenMP**

If the compiler does not recognize the pragma statement, it is skipped (per the ANSI standards for C and C++). Thus, code containing these pragmas compiles as single-threaded code if the compiler does not support OpenMP, and as multithreaded code if the compiler does support OpenMP. Notice that OpenMP does not require that single-threaded code be changed for threading. OpenMP only adds compiler directives in the form of pragmas. By disabling OpenMP, the codebase will compile and work exactly as it did previously. (OpenMP supports the same functionality in Fortran via the use of directives, rather than pragmas. More on OpenMP syntax and operation can be found at [openmp.org](http://openmp.org).)

Developers who have studied program performance know that hot spots tend to occur inside loops, and that one of the simplest ways to resolve these hotspots is to use data decomposition to distribute the loop’s work across multiple threads. This simple, effective solution suffers from one drawback in explicit threading APIs, such as Win32* or UNIX/Linux* Pthreads. Specifically, how does one know how many threads will be available at run-time? Unless your code will only ever be run on a designated system, the answer is simply that you don’t know. There are ways of extracting this information from the system at run time and dynamically creating the appropriate number of threads, but this process can be messy and, with Hyper-Threading Technology, error-prone.

A simpler solution is to let OpenMP figure out the correct number of threads and automate the distribution of work. In certain rare cases, the developer might need to specify a predetermined number of threads to use. This can still be done in OpenMP by use of an environment variable or an API call. OpenMP cognoscenti discourage the use of environment variables and APIs, however,
because it reduces the portability of the original program and places a key factor outside the 
program’s control. As much as possible, users of OpenMP are encouraged to use only pragmas.

The for-loop in Figure 1 is a canonical example of what OpenMP can do. OpenMP’s specific 
operation cannot be seen in this simple statement. The opening curly brace of the for-loop begins 
what OpenMP calls a parallel region: one that will rely on multiple threads under OpenMP control. All 
parallel regions end in a barrier. At such a barrier, the program pauses until all OpenMP threads 
have finished their work. This pause is important. In the case of Figure 1, you probably don’t want 
to proceed until the entire array has been initialized.

Any transition from parallel to serial code has an implicit barrier in it. Sometimes, however, you have 
multiple loops working and you don’t want there to be a barrier between them. You want the threads 
of one loop to immediately be used as threads for a second parallelized loop right after it. This can 
be done using the nowait keyword, as in the following pragma, which is used on the first loop.

```plaintext
#pragma omp for nowait
```

The keyword nowait means the first thread to finish will continue on to the second loop without 
waiting for the any of the other threads to finish the first loop.

Not all parallelizable work, of course, appears in the context of a loop. Often a program will contain 
independent tasks that can be executed concurrently by assigning separate tasks to different 
threads. This design is known as functional decomposition, and it is supported in OpenMP via the 
sections pragma:

```plaintext
#pragma omp sections
{
    #pragma omp section
    {
        TaskA();
    }
    #pragma omp section
    {
        TaskB();
    }
    #pragma omp section
    {
        TaskC();
    }
}
```

**Figure 2. How to parallelize tasks in OpenMP.**

The curly braces after the pragma are not needed when only one statement is executed in the 
section. With more than one statement, the braces are required.

When OpenMP encounters this code, each task is assigned to a thread that ultimately executes it. 
As with native threading APIs, OpenMP makes no guarantee whatsoever as to how these tasks will 
be scheduled. `TaskC()` might very well execute first.
Developers who have worked with threads know that as soon as two or more threads are running in parallel, safeguards must be put in place to prevent one of the headaches of parallel programming: keeping two threads from updating a shared data item at the same time (a situation known as a data race). Predictably, OpenMP provides for this need.

The pragma shown below identifies a section of code that can be executed only by one thread at a time:

```c
#pragma omp critical
{
    ...some code here...
}
```

Figure 3. Locking sections for code in OpenMP.

This keyword critical is an allusion to the idea of critical regions as they appear in native APIs such as Pthreads and Win32. If the code is being run by one thread, any other thread that wants to execute it must wait until the first thread reaches the closing curly brace. (Notice how the curly braces play a key role here, as they did in Figures 1 and 2. The braces tell OpenMP exactly what portions of the code the pragma covers, which is why OpenMP pragmas are immediately followed either by a single statement – as in Figure 1 – or by an opening curly brace, as in Figures 2 and 3.)

As one can see from these explanations, OpenMP offers a significant subset of the functionality provided by explicit threading APIs. Its high-level implementation, however, requires OpenMP to work on code that fits within specific expectations. If code does not fit within the guidelines, OpenMP is no longer the solution of choice.

**Limitations of OpenMP**

Not all loops can be threaded. For example, loops whose results are used by other iterations of the same loop – a situation called flow dependency – will not work correctly. Moreover, the compiler and OpenMP code will not be able to detect this situation, and so the threaded code will generate the wrong result. Figure 4 provides an example.

```c
#pragma omp parallel for
for ( i = 2; i < 10; i++ )
{
    factorial[i] = i * factorial[i-1];
}
```

Figure 4. Code that will not work in OpenMP due to flow dependency.

OpenMP does not analyze code correctness, and so it cannot detect this dependency. As a result, it will generate code that generates an incorrect result. In many cases, flow dependency will be less obvious, but the results will remain equally undesirable. Likewise, data races and other threading problems can lead to generation of code that does not work correctly. In summary, OpenMP requires that developers have made their code thread-safe.

OpenMP works at a fairly coarse-grained level. It is masterly in its ability to perform data decomposition on loops, assigning tasks to individual threads, and other high-level operations. If
your code needs to perform intricate threading operations, however, OpenMP is less suitable than native API sets.

Consider, for example, a queue into which data is being deposited by some threads and removed by others. Such a queue might be used to deposit data read from a source while waiting for threads to fetch this data and parse it. If parsing is complex and time consuming, while reading the data is fast, it might be desirable to use such a queue and assign many threads to parsing and only a few to reading.

Such a queue has complex mechanisms. Lots of locking takes place as individual threads put or remove data from the queue. When the queue is full, the input threads must wait; when the queue is empty, the parsing threads must wait. This kind of fine-grained control of threads based upon their function and the status of specific variables is nearly impossible to attain using OpenMP.

Another area where OpenMP cannot be used is changing the priority of thread execution. All native thread APIs enable a developer to specify that certain threads obtain more of the system’s resources, especially execution time, by being accorded a higher priority. Individual thread priorities cannot be modified in OpenMP, and so this level of control is not available.

Several specific capabilities that are unique to different native threading APIs are also missing from OpenMP. Two of them are discussed here.

In the POSIX* support for threads, there is a locking construct called a semaphore that does more than just lock or unlock code. It enables a lock to be locked (or unlocked) by multiple threads. Specific rules apply to how access to protected code is given to threads waiting on the semaphore, and certain applications can effectively leverage this counting scheme. OpenMP has no equivalent construct.

In the Win32 threading API, there is a threading option called fibers that enables users to write their own thread scheduler and so exert fine-grained control over threading operations. This too is not possible in OpenMP.

This last point highlights a tradeoff that you must accept with OpenMP: it will do a lot of threading work behind the scenes for you. In return, you must accept that you will not know all that it is actually doing. In fact, OpenMP provides very little information on what it is doing behind the scenes. As a result, if you need to tweak one of these activities (such as raising thread priority), you cannot use OpenMP.

By the same token, if the program appears to work incorrectly under OpenMP, there is little you can do to find out what is happening. Intel’s threading tools help provide some insight, and a handful of OpenMP APIs give you additional information and a limited ability to test the code under different scenarios. Beyond this, however, not much is available. In counterpoint, OpenMP implementations have a history of very reliable performance, so if code does not work correctly under OpenMP, chances are very good that your code, rather than OpenMP, is to blame.

**Conclusion: How to Choose?**

As we have seen, OpenMP is a powerful, portable, and simple means of threading programs. For many applications, it is entirely sufficient. Such applications are characterized by the following:

- Easy data decomposition
• Clean functional decomposition
• Simple needs for locking and mutual exclusion

Programs that manage complex interactions between threads or that rely on intimate manipulation of threading functions will need to use native threading APIs.

It is important to recognize that the choice is not exclusive. Many programs use both OpenMP and native threading APIs. Portions of programs that have aspects consistent with OpenMP threads use it, while other portions rely on native libraries. This hybrid approach permits easy threading of individual modules and rewards them with greater portability.
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Additional Resources

The following resources are useful adjuncts to this article:

• Intel® Threading Developer Center: Comprehensive information about threading for Intel® architecture.
• Intel® Threading Knowledgebase: Concise solutions to practical developer challenges related to threading.
• Intel® Threading Forum: A discussion board where you can post questions and insights for industry peers and Intel experts.
• Intel® Threading Tools: Intel® Thread Checker locates threading errors, and Thread Profiler simplifies performance tuning of threaded code.
• OpenMP.org*: The OpenMP application programming interface home page.