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Why and when sparse routines should be used instead of dense ones?

There are 2 main reasons why Sparse BLAS can be better than dense BLAS

1. Sparse matrix usually requires significantly less memory for storing data.
2. Sparse routines usually spend less time to compute result for sparse data.

Sparse BLAS performance often seems not as high as performance of the dense one. For example, BLAS level 2 performance on modern CPU’s like Intel® Xeon® E5-2680 could be measured in dozens of Gflop/s, while Sparse BLAS level 2 performance typically equals to a few Gflop/s. Let’s consider the computational cost of matrix-vector multiply $y=y+A*x$.

If the matrix is represented in a sparse format, the computational cost is $2*\text{nnz}$, where nnz is the number of non-zero elements in matrix A. If the matrix is represented in a dense format, the computational cost is $2*n*n$. Let $\text{nnz}$ be $9*n$. Then $(\text{computational cost for dense matrix-vector multiply}) / (\text{computational cost sparse matrix-vector multiply})$ is $n/9$. Therefore, a direct comparison of sparse and dense BLAS performance in Gflop/s can be misleading as total time spend in Sparse BLAS computations can be less than the total time spent in dense BLAS despite of higher GFlop/s for dense BLAS functionality.
Intel MKL Sparse BLAS functionality

1. Sparse matrix-vector/matrix-matrix product:
   \[ C \leftarrow \alpha \cdot \text{op}(A) \cdot B + \beta \cdot C \quad \text{or} \quad C \leftarrow \text{op}(A) \cdot B \quad \text{(Level 2 only)} \]

2. Solving a triangular system
   \[ C \leftarrow \alpha \cdot \text{inverse of (op(A))} \cdot B \quad \text{or} \quad C \leftarrow \text{inverse of (op(A))} \cdot B \quad \text{(Level 2 only)} \]

Where, C and B are dense matrices or vectors, A is a sparse matrix, alpha and beta are scalars, op(A) is one of the possible operations:

   \[ \text{op}(A) = A \quad \text{or} \quad \text{op}(A) = \text{(conjugate) transpose of } A. \]

3. Auxiliary routines: Sparse BLAS converters, Level 1 routines, addition and multiplication of two sparse matrices.

Intel MKL Sparse BLAS supports all types of precision, 0-based (C-style) and 1-based (FORTRAN-style) indexing.
Sparse Matrix Storage formats

Intel® MKL supports 6 sparse matrix storage format (CSR, CSC, COO, DIA, SKY, BSR):

Point-entry formats:

CSR: Compressed Sparse Row format
CSC: Compressed Sparse Column format
COO: Coordinate format
DIA: Diagonal format
SKY: Skyline format. Used for storing triangular factors in various LU decompositions.

Block-entry format:

BSR: Block sparse row format. This format is similar to the CSR format. Nonzero entries in the BSR are square dense blocks.
Naming conventions in Sparse BLAS

The routines with typical (conventional) interface have six-character base names in accordance with the template:

\[ \text{mkl}_{<\text{precision}>_{<\text{data}>_{<\text{operation}>}(\ )},} \]

where \(<\text{precision}>\) field denotes type of precision (\(c, d, s\) or \(z\)), \(<\text{data}>\) is the sparse matrix storage format, the \(<\text{operation}>\) field indicates the type of operation (\(\text{mv}\) is for matrix-vector multiply, \(\text{mm}\) is for matrix-matrix, \(\text{sv}\) is for triangular solver, \(\text{sm}\) is for triangular solver for many right hand sides). These type routines can perform a given operation for 6 types of matrices (general, symmetric, triangular, skew-symmetric, Hermitian and diagonal).
Example

$mkl_dcsrmv(\text{transa}, m, k, \alpha, \text{matdescra}, \text{val}, \text{indx}, \text{pntrb}, \text{pntre}, x, \beta, y)$

is

- double precision ($mkl_dcsrmv$)
- compressed sparse row storage ($mkl_dcsrmv$)
- matrix-vector multiply ($mkl_dcsrmv$)

Array $\text{matdescra}$ describes the relevant characteristics of a input matrix: matrix type, upper/lower triangular indicator, main diagonal type (unit/non-unit) and type of indexing.
Naming conventions in Sparse BLAS (part II)

The routines with simplified interfaces have eight-character base names in accordance with the templates:

\[ mkl_<\text{precision}> <data> <mtype> <operation>( ) \]

for routines with one-based indexing; and

\[ mkl_cspblas_<\text{precision}> <data> <mtype> <operation>( ) \]

for routines with zero-based indexing.

Possible values for the field \(<mtype>\)

- **ge** - sparse matrix-vector for general matrix
- **sy** - sparse matrix-vector for symmetric matrix
- **tr** - triangular solver
Impact of hardware on the performance of sparse computations.

- Operations on data in cache are cheap.
- OpenMP parallelization on the latest Intel® architectures becomes highly efficient even for Level 1-2 BLAS.
- Transferring data from RAM to cache is expensive.
- Contiguous memory patterns in a sparse representation provide an opportunity to use SSE/AVX vector instructions efficiently.
- The memory bandwidth is usually a performance bottleneck for Sparse BLAS. Hence, codes should try to use Sparse BLAS formats with contiguous memory patterns (for example BSR, SKY, or DIA) to simplify vectorization & reuse data in cache as opposed to Sparse formats with possibly non-contiguous memory pattern like CSR or CSC.
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