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**About General Matrix Multiply sample**

General Matrix Multiply (GEMM) sample demonstrates how to efficiently utilize an OpenCL* device to perform general matrix multiply operation on two dense square matrices. The primary target devices that are suitable for this sample are the devices with cache memory: Intel® Xeon Phi™ and Intel® Architecture CPU OpenCL devices. This implementation optimizes trivial matrix multiplication nested loop to utilize the memory cache more efficiently by introducing a well-known practice as tiling (or blocking), where matrices are divided into blocks and the blocks are multiplied separately to maintain better data locality.

**Path**

<table>
<thead>
<tr>
<th>Location</th>
<th>Executable</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;INSTALL_DIR&gt;/GEMM</td>
<td>gemm</td>
</tr>
</tbody>
</table>

**Algorithm**

General Matrix Multiply is a subroutine that performs matrix multiplication:

\[
C := \alpha A \ast B + \beta C,
\]

where \(A, B\) and \(C\) are dense matrices and \(\alpha\) and \(\beta\) are floating point scalar coefficients. The sample supports single-precision and double-precision data types for matrix elements (as well as \(\alpha\) and \(\beta\) constants).

Matrix \(A\) and matrix \(B\) may come in the transposed or regular layouts. From the implementation point of view, the transposition of a matrix can be interpreted just as switch between the storage methods:

- row-major
- column-major.

This sample supports two modes:

1. Normal-normal (NN), where \(A, B\) and \(C\) matrices are stored in the column-major order.
2. Normal-transposed (NT), where \(A\) and \(C\) matrices are stored in column-major order, and the \(B\) matrix is stored in the row-major order.

This matrix multiplication appears as the following pseudo-code (the NN variant for square matrices of a given size):

```plaintext
for i from 0 to size-1
    for j from 0 to size-1
        c = 0
        for k from 0 to size-1
            c = c + A(k, i)*B(j, k)
        end for
        C(j, i) = alpha*c + beta*C(j, i)
    end for
```

```
Now consider the tiled (or blocked) matrix multiplication as an optimization technique that improves data reuse on architecture where at least two memory hierarchies exist:

- Slow and big main memory
- Fast but small memory.

For the Intel CPUs and the Intel Xeon Phi coprocessor devices the fast memory is the regular cache memory (data L1/L2), or regular CPU registers. To utilize it you need to maximize data reuse, so instead of producing one resulting element of matrix C in the inner loop above (loop by the k index), now calculate a block. For example:

```plaintext
for i from 0 to NUM_OF_TILES_M-1
  for j from 0 to NUM_OF_TILES_N-1
    C_BLOCK = ZERO_MATRIX(TILE_SIZE_M, TILE_SIZE_N)
    for k from 0 to size-1
      for ib = from 0 to TILE_SIZE_M-1
        for jb = from 0 to TILE_SIZE_N-1
          C_BLOCK(jb, ib) = C_BLOCK(ib, jb) + A(k, i*TILE_SIZE_M + ib)*B(j*TILE_SIZE_N + jb, k)
        end for
      end for
    end for
  end for
end for

for ib = from 0 to TILE_SIZE_M-1
  for jb = from 0 to TILE_SIZE_N-1
    C(j*TILE_SIZE_M + jb, i*TILE_SIZE_N + ib) = C_BLOCK(jb, ib)
  end for
end for
```

**OpenCL* Implementation**

General Matrix Multiplication sample implements the “blocked” variant of matrix multiplication. The `gemm.cl` file consists of the following kernels:

- `gemm_nn`
- `gemm_nt`

The difference is in the format of matrix B as explained in the “Algorithm” section. Kernels are executed on a two-dimensional iteration space (NDRange). The global size for the dimensions is:

0. `size/TILE_SIZE_M` for the zero dimension of NDRange (`get_global_size(0)`)  
1. `size/TILE_SIZE_N` for the first dimension of NDRange (`get_global_size(1)`)
where ‘size’ is the matrix size.

**NOTE:** All matrices are square and equally sized, so there is only one size parameter for all matrices.

Hence \( \text{TILE_SIZE}_M \times \text{TILE_SIZE}_N \) is the number of elements of matrix \( C \), calculated by one work-item in NDRange. This also defines one tile of matrix \( C \), which is calculated from one tile of matrix \( A \) and one tile of matrix \( B \).

To utilize the automatic vectorizer in Intel OpenCL* implementation efficiently and avoid gathers, make all adjacent work-items in dimension 0 read the sequential memory addresses of elements in matrices \( A \) and \( B \), which leads to the implementation, where each work-item processes a tile of the resulting matrix \( C \) in a stridden way. In fact, you should follow this rule in dimension 0 only, but for simplicity and symmetry you can use this rule for both 0 and 1 dimensions.

The following picture illustrates matrix partitioning implemented in the OpenCL NN flavor kernel with \( \text{TILE_SIZE}_M = \text{TILE_SIZE}_N = 2 \) and \( \text{TILE_GROUP}_M = \text{TILE_GROUP}_N = 4 \), where \( \text{TILE_GROUP}_M \) and \( \text{TILE_GROUP}_N \) are work-group size for dimension 0 and 1 correspondingly. In this example work-group sizes are too small to be efficient and used for illustration purposes only. For more information, see the "Work-group Size Considerations" section.
Items, read during one iteration of internal loop of a work-item (along the 0 dimension)
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Memory addresses direction (all matrices in column major order)
An “internal loop” is one of the loops by ib or jb (depending on dimension considered: 0 or 1 correspondingly) in the pseudo-code of the tiled matrix multiplication. Each work-item in this example processes one stridden 2x2 tile reading and writing with the following matrix elements:

A difference between the gemm_nn and the gemm_nt variants of kernels exists. Gemm_nn variant has additional tiling parameter: along the k direction (loop over the k variable in the reference code in the previous section; dot product direction). The matrix B storage has different layout in comparison to the gemm_nt variant and it turns to be useful in performance terms to use blocking along this dimension also. In the source code of the sample this dimension is called the k dimension, and tile size is TILE_SIZE_K.
Understanding the OpenCL Performance

Characteristics

Benefits of Compiler Implicit Vectorization

Selecting proper values for work-group sizes you enable the Intel OpenCL compiler to auto-vectorize the kernel code, which gains performance in comparison to unvectorized version especially on the Intel Xeon Phi coprocessor device, where wide SIMD is used (16 work-items for FP and 8 work-items for DP). So by writing a kernel using scalar data types and proper work-group sizes you still utilize the underlying hardware efficiently.

Work-group Size Considerations

Work-group size in the 0-dimension should be not less than 16 work-items on the Intel Xeon Phi coprocessor device, and 8 work-items on the CPU devices with the Intel® Advanced Vector Extensions (Intel® AVX) support, which enables auto-vectorizer to do its best. It also should be multiple of 16 (or 8 correspondingly) for better performance.

In the same time, work-group size together with the global size determines the number of work-groups running in one clEnqueueNDRange call. Having enough work-groups is a crucial factor for achieving high utilization of the Intel Xeon Phi coprocessor cores. For more details, please refer to Intel SDK for OpenCL Applications - Optimization Guide.

Project Structure

All files, necessary for sample build and execution, reside at the sample directory (GEMM) and in common directory of the root directory to which you extract samples.

GEMM directory contains following files:

- gemm.cpp – GEMM host-side implementation, including the application entry point, validation routine, all OpenCL resources allocation and kernel invocation.
- cmdoptions.hpp, cmdoptions.cpp – sample command-line parameters definition and checking for correct values based on the OpenCL device capabilities.
- gemm.cl – GEMM OpenCL kernels, necessary for correct application run.
• **Makefile** – builds the sample binary.
• **README.TXT** – instruction building and running the sample. Also provides information on understanding the sample output.

## APIs Used

This sample uses the following OpenCL host functions:

- `clGetPlatformIDs`
- `clGetPlatformInfo`
- `clGetDeviceIDs`
- `clGetDeviceInfo`
- `clCreateContext`
- `clCreateCommandQueue`
- `clCreateProgramWithSource`
- `clBuildProgram`
- `clGetProgramBuildInfo`
- `clCreateKernel`
- `clGetKernelWorkGroupInfo`
- `clCreateBuffer`
- `clSetKernelArg`
- `clEnqueueNDRangeKernel`
- `clEnqueueMapBuffer`
- `clEnqueueUnmapMemObject`
- `clFinish`
- `clReleaseMemObject`
- `clReleaseKernel`
- `clReleaseProgram`
- `clReleaseCommandQueue`
- `clReleaseContext`.

## Reference (Native) Implementation

Reference implementation is done in the `checkValidity` routine of the `gemm.cpp` file. This is a single-threaded code, which performs matrix multiplication algorithm in native C++ as described in the “Algorithm” section. Validation is not enabled by default. To enable validation, use the `--validation` command-line switch.
Controlling the Sample

The sample executable is a console application. You can choose platform, device, and other parameters through command line. You can obtain the complete set of parameters by running:

```
gemm -h
```

Under Linux OS it produces the following help text:

Usage:
```
./gemm [OPTIONS]
```

Available options:

- `-h, --help` Show this help text and exit. (Default value: 0)

- `-p, --platform number-or-string`
  Selects the platform, the devices of which are used. (Default value: Intel)

- `-d, --device number-or-string`
  Selects the device on which all stuff is executed. (Default value: 0)

- `-t, --type all | cpu | gpu | acc | default | <OpenCL constant for device type>`
  Selects the device by type on which all stuff is executed. (Default value: all)

- `-s, --size <integer>`
  Size of matrix in elements. (Default value: 3968)

- `-i, --iterations <integer>`
  Number of kernel invocations. For each invocation, performance information will be printed. Zero is allowed: in this case no kernel invocation is performed but all other host stuff is created. (Default value: 10)

- `-a, --arithmetic float | double`
  Type of elements and all calculations. (Default value: float)
--kernel nt | nn
Determines format of matrices involved in multiplication. There are two supported forms: nn and nt; nn is for case when both matrices A and B are in column-major form; nt is for case when A is in column-major form, but B is in row major format (i.e. transposed). Matrices A and C are always in column major format. (Default value: nn)

--validation
Enables validation procedure on host (slow for big matrices). (Default value: 0)

--tile-size-M <integer>
Size of tile for matrix A. (Default value: 1)

--tile-group-M <integer>
Grouping parameter for matrix A. Also defines work group size in 0-dimension. (Default value: 16)

--tile-size-N <integer>
Size of tile for matrix B. (Default value: 128)

--tile-group-N <integer>
Grouping parameter for matrix B. Also defines work group size in 1-dimension. (Default value: 1)

--tile-size-K <integer>
Size of block in dot-product direction (applicable for nn kernel only). (Default value: 8)
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